334 P ik i F % 5 i 586 Vol 33 No.1
2016 4F 1 H MICROELECTRONICS &. COMPUTER January 2016

BT BiE N R 8 F X2 M & 5S4 2

ORI {0 @ TRFBE 117§ KJE 030024)

i AR5 XA REETEBL W HE N BERELIEGFOA), A TR IGHE MES#HR
. FHERMETHEES NS RN ESL, EHREATRAOME S EREHENRRAIEL S K, Z
AeBHERABEERNGFH. BREALINSENBR 2 RHE EARSHE SR XY . FHEZANE, o
EARM D AR METAEERE TREASHIFRE R ERS.

X§R: RERCEEREME  aER S KBRS E

hE 43S, TP183 LHRIRIAEL . A TEHRS: 1000—7180(2016)01—0015— 04

A Structure-improving Adaptive Fruit Fly Optimization
Algorithm for Neural Network Training

HUO Hui-hui. LI Guo-yong

(College of Information Engineering, Taiyuan University of Technology, Taiyuan 030024, China)

Abstract; A structure- improving adaptive fruit fly optimization algorithm (SFOA) for training artificial neural
network was proposed, The new algorithm was successfully applied 1o pattern classification problems, The method
of equal length coding based on link structure which map different network structure was proposed. The strategy of
adaptive variable step size were adopted in the smell-based search procedure resulted in the dynamic balance between
global and local optimizing capability. Finally, simulation results based on three benchmark testing shows that the
new algorithm achieves simply, costs less time, eliminates effectively some redundant structure and improves the
training efficiency and classification ability of the neural network,
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