Z T BEHLARMR BIBE A A AT 7 ¥k

sk A, BRAFGE, BEhn, EATE, HHER, XK, B K
Clesthm RSB, dbst 100070

L EN BP MR 48R SVM I I M Lt 2% 2] S A7 A1 S 8502 56 R RTINS TR) B 480K
IR, A SCHEH T — I T REN AR B AR B 23 0731 58, R AR ARSI Ak Ay
TICAY RN, R P RE RV AT 2 UCREE, PRI PCA X URE TR B TR ARSI,
5 i R FH BEATLARAR 23 SO REAE 1) SdEAT 7328, 8 BURS IUAE A A L5585 7 1 H 1. 526 45 1
KU, 2 PCA RBRIAR FIREAF A S 5E, BENLARMRI A HE 25 BP W& M4 AH LudE M T
9.13%, 5 SVM JiiEAH EL A BIMERf 3 5 T 15.96%. 1M AH EL H A B A 5%, s Ta) R4 th B A
T 8 ki

A MUETE BT AR 4p5ER: BEALARAK

Hardware Trojan Detection Method Based on Random Forest

ZHANG Lei,YIN Meng-jie, WANG Jian-xin, DONG You-heng,
[(JZ) XIAO Chao-en, ZHAO Cheng
(Beijing Electronic Science&Technology Institute, Beijing 100070, China)

Abstract: Aiming at the problem of parameter selection and time overhead for BP neural
network and SVM algorithms, this paper proposes a Hardware Trojan classification method based
on Random Forests. Firstly, the Hardware Trojan detection problem is modeled as a binary
classification problem and the power consumption of the chip is sampled several times. Then the
characteristics of the power consumption curve are extracted by the PCA (principal component
analysis). Finally, RF (Random Forests) classification model is used to classify the feature vectors
in purpose of identifying Hardware Trojan chips. The experimental results show that, considering
the same Hardware Trojan horse data processed by PCA, the discrimination accuracy of RF is
improved by 9.13% compared with the BP neural network. Compared with the SVM(support
vector machine) method, the discrimination accuracy is increased by 15.96%. Compared to the
other two methods, the time cost of RF is reduced by about 8 times.
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