—FHEET AR O IR B R AR S

BesorE, 3 Mk
(FE 5 TR THRENURME SHEORSERE, VL8 P50 211816)
fif L LT RSB R AL (LOF) ANEH T m e . 2 LM B
A% LOF FvRRI T, $eH T —Fh3E T 28510 2% 2] (Multi-Label Learning, MLL)H J&3 25
FESSA I ETIE MLL-LOF (a local outlier factor based on multi-label learning) .1Z5.1: K H MLL
FESE, T 500 S0 SRR 2 AT, R 1 H IR AL S S AH MY A g 22, vt

SRR B R ST AT T O Sy, 45 SRR IR ) MLL-LOF SR AT (R RGHE R L A [
F1 (B LK IR ) 283 B DT 48 (0 oo A s Al .
REw: Bl JREERES, ZARd; RHIBGE

Local Outlier Detection Algorithm Based on

Multi-Label Learning

QIAN Jing-hui, LIANG Dong
(College of Computer Science and Technology, Nanjing Tech University, Nanjing 211816, China)

Abstract: The density-based local outlier detection algorithm (LOF) is not suitable for detecting
the data set which is high dimension and polysemous. In this paper,we popose a local outlier
detection algorithm based on multi-label learing(MLL-LOF).The main ideal of the MLL-LOF
algorithm is as follows:Firstly,the real object data is divided into multi-instance by using an MLL
framework, then the MLL-LOF calculates the final outlier factor and detects outliers by using
degradation strategy and weight adjustment. We compare the MLL-LOF algorithm with other
classical local outlier detection algorithms by using actual data set which is comes from
enterprise monitoring. Experimental results show that the precision, recall, F1 and time efficiency
of the MLL-LOF algorithm are superior to the traditional local outlier detection algorithm.
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